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1
MULTI-MODAL TOUCH SCREEN
EMULATOR

BACKGROUND

1. Technical Field

Embodiments generally relate to user input capture. More
particularly, embodiments relate to capturing user input by
emulating a touch screen interface.

2. Discussion

A touch screen interface may allow a user to touch a device
surface (e.g., a device display) to facilitate user input. Many
modern consumer electronic devices (e.g., tablets, smart-
phones, etc.) may utilize touch screen interfaces. Unfortu-
nately, touch screen interfaces may typically increase produc-
tion costs of these devices significantly. Indeed, in some
cases, 30-40% of the cost of a touch screen-enabled device
can be related to the cost of the touch screen interface.

BRIEF DESCRIPTION OF THE DRAWINGS

The various advantages of the embodiments of the present
invention will become apparent to one skilled in the art by
reading the following specification and appended claims, and
by referencing the following drawings, in which:

FIG. 1 is an illustration of an example of a user’s interac-
tion with a multi-modal touch screen emulator according to
an embodiment;

FIG. 2 is a flowchart of an example of a method of utilizing
amulti-modal touch screen emulator according to an embodi-
ment;

FIG. 3 is a block diagram of an example of a multi-modal
touch screen emulator according to an embodiment; and

FIG. 4 is a block diagram of an example of a system
including a multi-modal touch screen emulator according to
an embodiment.

DETAILED DESCRIPTION

Embodiments may generally relate to capturing a user
input by emulating a touch screen mechanism. FIG. 1 is an
illustration of an example of an interaction of a user 10 with
a computer system 30 including multi-modal touch screen
(MMTS) emulator according to an embodiment. In embodi-
ments of the present invention, the MMTS emulator may
utilize, among other things, gaze tracking and gesture track-
ing to emulate a touch-screen interface.

The MMTS emulator may utilize gaze tracking to deter-
mine where the attention of the user 10 is directed. In particu-
lar, the MMTS emulator may determine a location of a point
of'interest 14 (e.g., on a display screen/device) by identifying
one or more of the eyes of the user 10, and tracking a gaze 12
of'the one more eyes to the location of the point of interest 14.

In one example, the MMTS emulator may utilize precision
tracking to track an iris of the user 10. So, if the attention of
the user 10 is directed, for example, to a particular icon
located on the display screen of the computer system 30, the
MMTS emulator may be configured track the gaze 12 by
focusing on the iris, and determine the particular icon on
which the user 10 is focused. The gaze tracking aspect of the
MMTS emulator may, for example, be activated upon detec-
tion of a human presence (e.g., detection of a human head or
face) in a captured image, or may operate continuously (i.e.,
as long as a coupled camera is powered on).

Second, the MMTS emulator may utilize gesture tracking
to determine what the user 10 is intending to do. That is, the
MMTS emulator may analyze the body movements of the
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user 10 to recognize an input-related gesture, and classify the
gesture as a particular device action that the user 10 is request-
ing. So, in one example, the MMTS emulator may be config-
ured to identify one or more fingertips of a user, such as a
fingertip 20, and analyze the movements of the one or more
fingertips to identify input-related gestures. In other
examples, the MMTS emulator may focus on another body
part of the user (e.g., a finger, a hand, an arm, etc.), or on an
input appendage (e.g., an input device extending from the
user) operated by the user as well.

An MMTS emulator as described may be configured to
recognize a number of user gestures. One such gesture that an
MMTS emulator may be a single-touch gesture. A single-
touch gesture may utilize a single body part (e.g., a single
fingertip, a single hand, etc.) to input a device action. One
example of a single-touch gesture may be a movement of the
user’s fingertip from a starting left coordinate to an ending
right coordinate. This movement may indicate that the user
intends to implement a corresponding left to right movement
within the computer interface (e.g., on a display interface).
Similarly, the MMTS emulator may be configured to classity,
among other things, a move from right to left, a move from top
to bottom, a move from bottom to top, diagonal movements,
and so forth. In addition, the MMTS emulator may be con-
figured to recognize and classify, for example (and not limited
t0), a start motion, a stop motion, an open motion, a close
motion, an activate motion, or a shut down motion from the
user as well.

The MMTS emulator may also be configured to recognize
a multi-touch gesture. A multi-touch may utilize more than
one body part to input a device action. So, for example, in the
case of a “zoom-in” gesture, the MMTS emulator may be
configured to recognize that the user is bringing two fingertips
together. Alternatively, the MMTS emulator may be config-
ured a “zoom-out” gesture by recognizing that the user is
taking two fingertips apart. Similar to the gaze tracking
aspect, the gesture tracking aspect of the MMTS emulator
may operate continuously (i.e., as long as a coupled camera is
powered on), or may be activated upon detection of a human
presence (e.g., detection of a human head or face) in a cap-
tured image.

FIG. 2 is a flowchart of an example of a method 40 of
utilizing an MMTS emulator according to an embodiment.
The method 40 might be implemented as a set of logic instruc-
tions stored in a machine- or computer-readable storage
medium such as, for example, random access memory
(RAM), read only memory (ROM), programmable ROM
(PROM), firmware, flash memory, etc., in configurable logic
such as programmable logic arrays (PLAs), field program-
mable gate arrays (FPGAs), complex programmable logic
devices (CPLDs), in fixed-functionality logic hardware using
circuit technology such as application specific integrated cir-
cuit (ASIC), complementary metal oxide semiconductor
(CMOS) or transistor-transistor logic (TTL) technology, or
any combination thereof. For example, computer program
code to carry out operations shown in the method 40 may be
written in any combination of one or more programming
languages, including an object oriented programming lan-
guage such as, for example, Java, Smalltalk, C++ or the like
and conventional procedural programming languages, such
as the “C” programming language or similar programming
languages.

At processing block 42, an MMTS emulator may track
information relating to user’s gaze to identify a point of
interest. In this example, the MMTS emulator may be con-
figured to utilize precision tracking to track the user’s iris to
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an icon displayed on a display screen that the user wants to
move from left to right (e.g., drag and drop).

The user’s gaze may be focused on a first location on the
device display (e.g., with coordinates (G)x, (G)y,) where the
icon is initially located on the display screen. As the user
gestures to indicate the desired move from left to right, the
user’s gaze will move correspondingly from the first location
to a second location on the device display (e.g., with coordi-
nates (G)X,, (G)y,). The MMTS emulator may timestamp
and log this gaze information in a storage device for analysis.

At processing block 44, the MMTS emulator may concur-
rently track information relating to the user’s gestures to
identify what the user is intending to do. The tracked move-
ment may be a one-dimensional (1D) movement, a two-di-
mensional (2D) movement and a three-dimensional (3D)
movement, or any combination thereof. So, in this example,
the user may indicate a desired movement of the icon by
motioning her fingertip toward the display (e.g., icon selec-
tion), making a corresponding movement of her fingertip
from left to right (e.g., icon drag), and motioning her fingertip
away from the display (e.g., icondrop). The MMTS emulator
may capture one or more images of the hand of the user and
conduct object recognition and/or detection in order to iden-
tify the hand and/or fingertip as well as these corresponding
hand actions. The MMTS emulator may timestamp and log
the hand actions as gesture information in a storage device for
analysis.

Atprocessing block 46, the MMTS emulator may synchro-
nize the user’s gesture and gaze information to initiate device
actions. So, in this example, the MMTS emulator may access
the gaze information (i.e., that the user is focused on a par-
ticular icon, and that the user’s focus has moved from the first
coordinate (G)x;, (G)y, to the second coordinate (G)X.,,
(G)y,)) and synchronize it with the gesture information (e.g.,
hand actions). The MMTS emulator may synchronize these
two pieces of information to determine that the icon should be
selected (e.g., due to detected motion of fingertip toward
display while the gaze is at (G)x,, (G)y,), moved from a first
location on the display screen to a second location on the
display screen (e.g., due to detected movement of fingertip
from left to right), and released (due to detected motion of
fingertip away from display while the gaze is at (G)x,, (G)y,)-
Accordingly, the MMTS emulator may emulate a touch-
screen interface. Upon synchronizing these two types of
information to determine the requested device action, the
MMTS emulator may transmit a control signal to move the
icon in a corresponding manner on the display screen.

The sequence and numbering of blocks depicted in FIG. 2
is not intended to imply an order of operations to the exclu-
sion of other possibilities. Those of skill in the art will appre-
ciate that the foregoing systems and methods are susceptible
of various modifications, variations, and alterations.

For example, in the embodiment described above, the
MMTS emulator may concurrently track a user’s gesture and
gaze information. However, this need not necessarily be the
case. In another exemplary embodiment, the MMTS emula-
tor may be configured to utilize the gesture information to
“filter” the incoming eye information. That is, for example, an
MMTS emulator may be configured to not act upon the
incoming eye information until a gesture has been recog-
nized. After a gesture is recognized, an MMTS emulator (e.g.,
via an integration module) may then synchronize the incom-
ing gaze and gesture information, determine the action to be
taken, and transmit a control signal to effect the action.

Also, in another exemplary embodiment, the MMTS emu-
lator may utilize the gaze information to verify the gesture
information. So, for example, upon recognizing and classify-
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ing a user gesture, the MMTS emulator may also verify the
gesture before acting by ensuring that the user’s gaze was
focused on relevant portion of the display screen. In another
example, the MMTS emulator may verify the gesture before
acting by verifying that the distance of the body of the user
was within a predefined or relevant distance.

FIG. 3 is a block diagram of an example of a device 50
according to an embodiment. In this example, the device 50
may include a camera configuration 100, an MMTS emulator
200, a display controller 300, and a display device 400.

The camera configuration 100 may include any device
configured to capture an image and/or a video feed of an
objector image. So, in this example, the camera configuration
100 may include a first camera 101 for gesture tracking and a
second camera 102 for gaze tracking. The first camera 101
and the second camera 102 may be positioned and calibrated
according to a relevant field of vision. For example, the first
camera 101 may be positioned to have a broad field of vision
configured to include nearly the entire body of the user, and
may be further calibrated to focus on the upper body of the
user. On the other hand, the second camera 102 may be
positioned to have a narrow field of vision configured to focus
on the user’s head, and may be further calibrated to focus on
the user’s eyes. The positioning and calibration of the camera
configuration 100 may be done manually or automatically
(i.e., via a software application).

As discussed above, the MMTS emulator 200 may be
directed to, among other things, receiving gaze and gesture
information from the camera configuration 100, analyzing
this information to determine a device action requested by a
user, and initiating the device action. The MMTS emulator
200 may include a camera interface 201, a gaze module 202
(e.g., gaze accelerator), a gesture module 203 (e.g., gaze
accelerator), and an integration module 204.

The camera interface 201 may enable the MMTS emulator
200 to communicate with the camera configuration 100. Spe-
cifically, the camera interface 201 may receive video data
(including a user’s gaze and gesture information) being sent
from the camera configuration 100, and relay the video datato
other components of the MMTS emulator 200 for analysis.

The gaze module 202 may be configured to receive, store,
and analyze the user’s gaze information to determine where
the user’s attention is directed. For example, as discussed
above, the gaze module 202 may determine the location ofthe
user’s gaze, and map the location of the user’s gaze to a
particular location on a display screen.

The gesture module 203 may be configured to receive,
store, and analyze the user’s gesture information to determine
what the user is intending to do. For example, as discussed
above, the gesture module 203 may recognize a user’s gesture
by tracking the user’s body movements (e.g., fingertip move-
ments), and classify the body movement as a gesture and/or
hand action.

The integration module 204 may receive the user’s gaze
information from the gaze module 202 and the user’s gesture
information from the gesture module 203 to initiate a device
action and emulate a touchscreen interface (as discussed
above). So, for example, the integration module 204 may
synchronize the incoming gesture information and the gaze
information to determine that the user is requesting that a
particular icon be moved from a first location to a second
location.

In this embodiments of the present invention, the MMTS
emulator 200 may be at least one of a hardware component
such as a circuit element (e.g., including transistors, resistors,
capacitors, inductors, and so forth), an integrated circuit,
application specific integrated circuit (ASIC), programmable
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logic device (PLD), digital signal processors (DSP), field
programmable gate array (FPGA), logic gates, a firmware
component, a register, semiconductor device, chips, micro-
chips, chip sets, and so forth. Also, in other embodiments, the
MMTS emulator 200 may be implemented via a software
application as well. In this embodiment, the MMTS emulator
200 may include a device driver located in an input/output
module. For example, the integration module 204 may use a
mouse device driver to issue device actions according to the
aforementioned gaze information and gesture information.

The display device 400 may be an output device that pre-
sents electronic information in visual form. The display con-
troller 300 may be a controller that interfaces with the display
device 400. So, for example, the display controller 300 may
receive a control signal from the integration module 204, and
effect a corresponding device action displayed on the display
device 400.

The sequence and numbering of blocks depicted in FIG. 3
is not intended to imply an order of operations to the exclu-
sion of other possibilities. Those of skill in the art will appre-
ciate that the foregoing systems and methods are susceptible
of various modifications, variations, and alterations. For
example, in the embodiment described above, the MMTS
emulator 200 may be coupled to the display controller 300,
which may be coupled to a display 400. The MMTS emulator
200 may send a control signal to effect a device action on the
display 400. However, this need not necessarily be the case. In
another example, an MMTS emulator may be coupled to a
different device by a different device controller. For example,
an MMTS emulator may be coupled to an input/output (1/O)
device controller (e.g., a mouse controller), which may be
coupled to an I/O device (e.g., a mouse).

FIG. 4 is a block diagram of an example of a system 1000
including an MMTS emulator 1501 according to an embodi-
ment. Examples of the system 1000 may include a laptop,
desktop, personal digital assistant (PDA), media player,
mobile Internet device (MID), any smart device such as a
smart phone, smart tablet, smart TV, or the like. In this
example, the system 1000 may be a smart phone. The illus-
trated system 1000 includes a camera configuration 1100, a
display device 1200, an 1/0 module 1500, a processing com-
ponent 1400, a system memory 1600, and mass storage 1700.

Similar to the camera configuration 100 (FIG. 3), The
camera configuration 1100 may include any device config-
ured to capture an image or a video feed of an object or image.
In this example, the camera configuration 100 may include a
first camera 1101 and a second camera 1102. The first camera
1101 may, for example, be used for gesture tracking, while the
second camera 1102 may be used for gaze tracking.

The display device 400 may be an output device presents
electronic information in visual form. For example, video
captured from the camera configuration 1100 may be dis-
played on the display device 1200 for viewing.

The processing component 1400 may include at least one
computer processor that may be utilized to execute computer-
readable executable instructions. The processor may include
an integrated memory controller (IMC) 1401. The processor
1400 may communicate with the system memory 1600 via
the IMC 1401.

The I/O module 1500 may be used to facilitate inputs (e.g.,
user inputs) and outputs (e.g., display instructions) for the
system 1000. The /O module may include an MMTS emu-
lator 1501, similar to the MMTS emulator 200 (FIG. 3),
already discussed.

The system memory 1600 and the mass storage 1700 may
be any component or device capable of storing data. In this
example, the system memory 1600 may be configured to
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6

store, among other things, information relating to the opera-
tion of the system 1000. The mass storage 1700 may be used
to store, for example, personal information of a user.

The sequence and numbering of blocks depicted in FI1G. 4
is not intended to imply an order of operations to the exclu-
sion of other possibilities. Those of skill in the art will appre-
ciate that the foregoing systems and methods are susceptible
of various modifications, variations, and alterations.

For example, in the embodiment described above, the cam-
era configuration 1100 may include a first camera 1101 and a
second camera 1102. However, this need not necessarily be
the case. An embodiment may include any number of cam-
eras. So, for example, in another exemplary embodiment, a
camera configuration may include one camera. This camera
may be positioned and calibrated to capture both a user’s gaze
and gesture information.

Embodiments may therefore provide for a method com-
prising receiving a first image from a first front facing camera
of a device having a front facing display, identifying one or
more eyes of a user of the device based on the first image, and
determining a gaze location of the one or more eyes on the
front facing display. The method may also provide determin-
ing a change in the gaze location, receiving a second image
from a second front facing camera of the device, identifying
a point of interest on the front facing display based on gaze
information, wherein the gaze information includes the gaze
location and the change in the gaze location, and identifying
a hand of the user based on the second image. The method
may also include identifying one or more fingertips associ-
ated with the hand of the user based on the second image and
determining a movement of one or more of the hand and the
one or more fingertips. Furthermore, the method may include
identifying a hand action based on gesture information,
wherein the gesture information is to include the movement
and the movement is one or more of a 1D movement, a 2D
movement and a 3D movement and initiating a device action
with respect to the front facing display based on the point of
interest and the hand action.

In one example, the method may include classifying the
movement as the device action, wherein the device action
includes one or more of a single click operation, a double
click operation, a pinch operation and a cursor movement
operation.

In another example, initiating the device action includes
sending a request to a device driver, wherein the device driver
includes one or more of a mouse driver, a touchpad driver and
a trackball driver.

In yet another example, the method may include synchro-
nizing the gaze information with the gesture information and
logging one or more of the gaze information and the gesture
information.

Embodiments may also include a computer readable stor-
age medium comprising a set of instructions which, if
executed by a processor, cause a device to identify a point of
interest on a front facing display of the device based on gaze
information associated with a user of the device. The set of
instructions may also cause a device to identity a hand action
based on gesture information associated with the user of the
device and initiate a device action with respect to the front
facing display based on the point of interest and the hand
action.

In one example, the instructions, if executed, cause the
device to receive image data from a front facing camera
configuration of the device and identify the gaze information
and the gesture information based on the image data.

In another example, the instructions, if executed, cause the
device to receive a first image from a first camera of the
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camera configuration and receive a second image from a
second camera of the camera configuration, wherein the
image data is to include the first image and the second image,
the gaze information is to be determined based on the first
image, and the gesture information is to be determined based
on the second image.

In still another example, the instructions, if executed, cause
the device to identify one or more eyes of the user, determine
a gaze location of the one or more eyes on the front facing
display, and determine a change in the gaze location, wherein
the gaze information is to include the gaze location and the
change in the gaze location.

In yet another example, the instructions, if executed, cause
the device to identify a hand of the user, identify one or more
fingertips associated with the hand of the user, and determine
a movement of one or more of the hand and the one or more
fingertips, wherein the gesture information is to include the
movement and the movement is to be one or more of a 1D
movement, a 2D movement and a 3D movement.

In one example, the instructions, if executed, cause the
device to classify the movement as the device action, wherein
the device action is to include one or more of a single click
operation, a double click operation, a pinch operation and a
cursor movement operation.

In another example, the instructions, if executed, cause the
device to send a request to a device driver to initiate the device
action, wherein the device driver is to include one or more of
a mouse driver, a touchpad driver and a trackball driver.

In still another example, the instructions, if executed, cause
the device to synchronize the gaze information with the ges-
ture information and log one or more of the gaze information
and the gesture information.

Still another embodiment may provide for an apparatus
comprising a gaze module to identify a point of interest on a
front facing display of a device based on gaze information
associated with a user of the device, a gesture module to
identify a hand action based on gesture information associ-
ated with the user of the device, and an integration module to
initiate a device action with respect to the front facing display
based on the point of interest and the hand action.

In one example, the apparatus may include a camera inter-
face to receive image data from a front facing camera con-
figuration of the device, wherein the gaze module is to iden-
tify the gaze information based on the image data and the
gesture module is to identify the gesture information based on
the image data.

In one example, the camera interface is to receive a first
image from a first camera of the camera configuration, and
receive a second image from a second camera of the camera
configuration, wherein the image data is to include the first
image and the second image, the gaze module is to determine
the gaze information based on the first image, and the gesture
module is to determine the gesture information based on the
second image.

In one example, the gaze module is to identify one or more
eyes of the user, determine a gaze location of the one or more
eyes on the front facing display, and determine a change in the
gaze location, wherein the gaze information is to include the
gaze location and the change in the gaze location.

In another example, the gesture module is to identify a
hand of the user, identify one or more fingertips associated
with the hand ofthe user, and determine a movement of one or
more of the hand and the one or more fingertips, wherein the
gesture information is to include the movement and the move-
ment is to be one or more of a 1D movement, a 2D movement
and a 3D movement.
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In still another example, the integration module is to clas-
sify the movement as the device action, wherein the device
action is to include one or more of a single click operation, a
double click operation, a pinch operation and a cursor move-
ment operation.

In yet another example, the integration module is to send a
request to a device driver to initiate the device action, wherein
the device driver is to include one or more of a mouse driver,
a touchpad driver and a trackball driver.

In one example, the integration module is to synchronize
the gaze information with the gesture information, and log
one or more of the gaze information and the gesture informa-
tion.

Another embodiment may provide for a device comprising
a front facing display and a touch screen emulator. The touch
screen emulator may include a gaze module to identify a point
of interest on the front facing display based on gaze informa-
tion associated with a user of the device, a gesture module to
identify a hand action based on gesture information associ-
ated with a user of the device, and an integration module to
initiate a device action with respect to the front facing display
based on the point of interest and the hand action.

In one example, the device may include a front facing
camera configuration, wherein the touch screen emulator fur-
ther includes a camera interface to receive image data from
the front facing camera configuration, the gaze module is to
identify the gaze information based on the image data, and the
gesture module is to identify the gesture information based on
the image data.

In another example, the camera configuration includes a
first camera and a second camera, and wherein the camera
interface is to receive a first image from the first camera of the
camera configuration. The camera interface is also to receive
a second image from the second camera of the camera con-
figuration, wherein the image data is to include the first image
and the second image, the gaze module is to determine the
gaze information based on the first image, and the gesture
module is to determine the gesture information based on the
second image.

In one example, the gaze module is to identify one or more
eyes of the user, determine a gaze location of the one or more
eyes on the front facing display, and determine a change in the
gaze location, wherein the gaze information is to include the
gaze location and the change in the gaze location.

In another example, the gesture module of the device is to
identify a hand of the user, identify one or more fingertips
associated with the hand of the user, and determine a move-
ment of one or more of the hand and the one or more finger-
tips, wherein the gesture information is to include the move-
ment and the movement is to be one or more of a 1D
movement, a 2D movement and a 3D movement.

In still another example, the integration module of the
device is to classify the movement as the device action,
wherein the device action is to include one or more of a single
click operation, a double click operation, a pinch operation
and a cursor movement operation.

In one example, the integration module of the device is to
send a request to a device driver to initiate the device action,
wherein the device driver is to include one or more of amouse
driver, a touchpad driver and a trackball driver.

In still another example, the integration module of the
device is to synchronize the gaze information with the gesture
information and log one or more of the gaze information and
the gesture information.

Another embodiment may therefore provide for a method
including identifying a point of interest on a front facing
display of the device based on gaze information associated
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with a user of the device and identifying a hand action based
on gesture information associated with the user of the device.
The method may also include initiating a device action with
respect to the front facing display based on the point of
interest and the hand action.

In one example, the method includes receiving image data
from a front facing camera configuration of the device and
identifying the gaze information and the gesture information
based on the image data.

In another example, the method includes receiving a first
image from a first camera of the camera configuration and
receiving a second image from a second camera ofthe camera
configuration. The image data is to include the firstimage and
the second image, the gaze information is to be determined
based on the first image, and the gesture information is to be
determined based on the second image.

In still another example, the method includes identifying
one or more eyes of the user, determining a gaze location of
the one or more eyes on the front facing display, and deter-
mining a change in the gaze location, wherein the gaze infor-
mation is to include the gaze location and the change in the
gaze location.

In yet another example the method includes identifying a
hand of'the user, identifying one or more fingertips associated
with the hand of the user; and determining a movement of one
or more of the hand and the one or more fingertips. In this
example, the gesture information is to include the movement
and the movement is to be one or more of a one-dimensional
(1D) movement, a two-dimensional (2D) movement and a
three-dimensional (3D) movement.

In another example, the method includes classifying the
movement as the device action, wherein the device action is to
include one or more of a single click operation, a double click
operation, a pinch operation and a cursor movement opera-
tion.

In one example, the method includes sending a request to a
device driver to initiate the device action, wherein the device
driver is to include one or more of a mouse driver, a touchpad
driver and a trackball driver.

In another example, the method includes synchronizing the
gaze information with the gesture information and logging
one or more of the gaze information and the gesture informa-
tion.

Various embodiments may be implemented using hard-
ware elements, software elements, or a combination of both.
Examples of hardware elements may include processors,
microprocessors, circuits, circuit elements (e.g., transistors,
resistors, capacitors, inductors, and so forth), integrated cir-
cuits, application specific integrated circuits (ASIC), pro-
grammable logic devices (PLD), digital signal processors
(DSP), field programmable gate array (FPGA), logic gates,
registers, semiconductor device, chips, microchips, chip sets,
and so forth. Examples of software may include software
components, programs, applications, computer programs,
application programs, system programs, machine programs,
operating system software, middleware, firmware, software
modules, routines, subroutines, functions, methods, proce-
dures, software interfaces, application program interfaces
(API), instruction sets, computing code, computer code, code
segments, computer code segments, words, values, symbols,
orany combination thereof. Determining whether an embodi-
ment is implemented using hardware elements and/or soft-
ware elements may vary in accordance with any number of
factors, such as desired computational rate, power levels, heat
tolerances, processing cycle budget, input data rates, output
data rates, memory resources, data bus speeds and other
design or performance constraints.
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One or more aspects of at least one embodiment may be
implemented by representative instructions stored on a
machine-readable medium which represents various logic
within the processor, which when read by a machine causes
the machine to fabricate logic to perform the techniques
described herein. Such representations, known as “IP cores”
may be stored on a tangible, machine readable medium and
supplied to various customers or manufacturing facilities to
load into the fabrication machines that actually make the logic
Or Processor.

Embodiments of the present invention are applicable for
use with all types of semiconductor integrated circuit (“IC”)
chips. Examples of these IC chips include but are not limited
to processors, controllers, chipset components, program-
mable logic arrays (PLAs), memory chips, network chips,
and the like. In addition, in some of the drawings, signal
conductor lines are represented with lines. Some may be
different, to indicate more constituent signal paths, have a
number label, to indicate a number of constituent signal
paths, and/or have arrows at one or more ends, to indicate
primary information flow direction. This, however, should
not be construed in a limiting manner. Rather, such added
detail may be used in connection with one or more exemplary
embodiments to facilitate easier understanding of a circuit.
Any represented signal lines, whether or not having addi-
tional information, may actually comprise one or more sig-
nals that may travel in multiple directions and may be imple-
mented with any suitable type of signal scheme, e.g., digital
or analog lines implemented with differential pairs, optical
fiber lines, and/or single-ended lines.

Example sizes/models/values/ranges may have been
given, although embodiments of the present invention are not
limited to the same. As manufacturing techniques (e.g., pho-
tolithography) mature over time, it is expected that devices of
smaller size could be manufactured. In addition, well known
power/ground connections to IC chips and other components
may or may not be shown within the figures, for simplicity of
illustration and discussion, and so as not to obscure certain
aspects of the embodiments of the invention. Further,
arrangements may be shown in block diagram form in order
to avoid obscuring embodiments of the invention, and also in
view of the fact that specifics with respect to implementation
of such block diagram arrangements are highly dependent
upon the platform within which the embodiment is to be
implemented, i.e., such specifics should be well within pur-
view of one skilled in the art. Where specific details (e.g.,
circuits) are set forth in order to describe example embodi-
ments of the invention, it should be apparent to one skilled in
the art that embodiments of the invention can be practiced
without, or with variation of, these specific details. The
description is thus to be regarded as illustrative instead of
limiting.

Some embodiments may be implemented, for example,
using a machine or tangible computer-readable medium or
article which may store an instruction or a set of instructions
that, if executed by a machine, may cause the machine to
perform a method and/or operations in accordance with the
embodiments. Such a machine may include, for example, any
suitable processing platform, computing platform, comput-
ing device, processing device, computing system, processing
system, computer, processor, or the like, and may be imple-
mented using any suitable combination of hardware and/or
software. The machine-readable medium or article may
include, for example, any suitable type of memory unit,
memory device, memory article, memory medium, storage
device, storage article, storage medium and/or storage unit,
for example, memory, removable or non-removable media,
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erasable or non-erasable media, writeable or re-writeable
media, digital or analog media, hard disk, floppy disk, Com-
pact Disk Read Only Memory (CD-ROM), Compact Disk
Recordable (CD-R), Compact Disk Rewriteable (CD-RW),
optical disk, magnetic media, magneto-optical media, remov-
able memory cards or disks, various types of Digital Versatile
Disk (DVD), a tape, a cassette, or the like. The instructions
may include any suitable type of code, such as source code,
compiled code, interpreted code, executable code, static
code, dynamic code, encrypted code, and the like, imple-
mented using any suitable high-level, low-level, object-ori-
ented, visual, compiled and/or interpreted programming lan-
guage.

Unless specifically stated otherwise, it may be appreciated
that terms such as “processing,” “computing,” “calculating,”
“determining,” or the like, refer to the action and/or processes
of a computer or computing system, or similar electronic
computing device, that manipulates and/or transforms data
represented as physical quantities (e.g., electronic) within the
computing system’s registers and/or memories into other data
similarly represented as physical quantities within the com-
puting system’s memories, registers or other such informa-
tion storage, transmission or display devices. The embodi-
ments are not limited in this context.

The term “coupled” may be used herein to refer to any type
of relationship, direct or indirect, between the components in
question, and may apply to electrical, mechanical, fluid, opti-
cal, electromagnetic, electromechanical or other connections.
In addition, the terms “first”, “second”, etc. may be used
herein only to facilitate discussion, and carry no particular
temporal or chronological significance unless otherwise indi-
cated.

Those skilled in the art will appreciate from the foregoing
description that the broad techniques of the embodiments of
the present invention can be implemented in a variety of
forms. Therefore, while the embodiments of this invention
have been described in connection with particular examples
thereof, the true scope of the embodiments of the invention
should not be so limited since other modifications will
become apparent to the skilled practitioner upon a study of the
drawings, specification, and following claims.

We claim:

1. A method comprising:

receiving a first image from a first front facing camera of a
device having a front facing display;

identifying one or more eyes of a user of the device based
on the first image;

determining a gaze location of the one or more eyes on the
front facing display;

determining a change in the gaze location;

receiving a second image from a second front facing cam-
era of the device;

identifying a point of interest on the front facing display
based on gaze information, wherein the gaze informa-
tion includes the gaze location and the change in the gaze
location;

identifying a hand of the user based on the second image;

identifying one or more fingertips associated with the hand
of'the user based on the second image;

determining a movement of one or more of the hand and the
one or more fingertips;

identifying a hand action based on gesture information,
wherein the gesture information is to include the move-
ment and the movement is one or more of a one-dimen-
sional (1D) movement, a two-dimensional (2D) move-
ment and a three-dimensional (3D) movement; and
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initiating a device action with respect to the front facing
display based on the point of interest and the hand
action, wherein the device action is to emulate a multi-
modal touchscreen function with respect to the front
facing display that concurrently tracks and synchronizes
the gaze information and the gesture information.

2. The method of claim 1, further including classifying the
movement as the device action, wherein the device action
includes one or more of a single click operation, a double
click operation, a pinch operation and a cursor movement
operation.

3. The method of claim 1, wherein initiating the device
action includes sending a request to a device driver, wherein
the device driver includes one or more of a mouse driver, a
touchpad driver and a trackball driver.

4. The method of claim 1, further including:

synchronizing the gaze information with the gesture infor-

mation; and

logging one or more of the gaze information and the ges-

ture information.

5. A computer readable storage medium comprising a set of
instructions which, if executed by a processor, cause a device
to:

identify one or more eyes of a user of a device having a

front facing display;

determine a gaze location of the one or more eyes on the

front facing display;

identify a point of interest on the front facing display based

on gaze information associated with the user of the
device;

determine a change in the gaze location, wherein the gaze

information is to include the gaze location and a change
in the gaze location;

identify a hand action based on gesture information asso-

ciated with the user of the device;

initiate a device action with respect to the front facing

display based on the point of interest and the hand
action, wherein the device action is to emulate a multi-
modal touchscreen function with respect to the front
facing display based on the first image and the second
image, and wherein the multi-modal touchscreen func-
tion is to concurrently track and synchronize the gaze
information and the gesture information;

receive image data from a front facing camera configura-

tion of the device;

identify the gaze information and the gesture information

based on the image data;

receive a first image from a first camera of the camera

configuration; and

receive a second image from a second camera of the camera

configuration, wherein the image data is to include the
firstimage and the second image, the gaze information is
to be determined based on the first image, and the ges-
ture information is to be determined based on the second
image.

6. The medium of claim 5, wherein the instructions, if
executed, cause the device to:

identify a hand of the user;

identify one or more fingertips associated with the hand of

the user; and

determine a movement of one or more of the hand and the

one or more fingertips, wherein the gesture information
is to include the movement and the movement is to be
one or more of a one-dimensional (1D) movement, a
two-dimensional (2D) movement and a three-dimen-
sional (3D) movement.
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7. The medium of claim 6, wherein the instructions, if
executed, cause the device to classify the movement as the
device action, wherein the device action is to include one or
more of a single click operation, a double click operation, a
pinch operation and a cursor movement operation.
8. The medium of claim 5, wherein the instructions, if
executed, cause the device to send a request to a device driver
to initiate the device action, wherein the device driver is to
include one or more of a mouse driver, a touchpad driver and
a trackball driver.
9. The medium of claim 5, wherein the instructions, if
executed, cause the device to:
synchronize the gaze information with the gesture infor-
mation; and
log one or more of the gaze information and the gesture
information.
10. An apparatus comprising:
a gaze module to identify a point of interest on a front
facing display of a device based on gaze information
associated with a user of the device, including:
identifying one or more eyes of the user,
determining a gaze location of the one or more eyes on
the front facing display, and

determining a change in the gaze location, wherein the
gaze information is to include the gaze location and
the change in the gaze location;
a gesture module to identify a hand action based on gesture
information associated with the user of the device,
including:
identifying a hand of the user,
identifying one or more fingertips associated with the
hand of the user, and

determining a movement of one or more of the hand and
the one or more fingertips, wherein the gesture infor-
mation is to include the movement and the movement
is to be one or more of a one-dimensional (1D) move-
ment, a two-dimensional (2D) movement and a three-
dimensional (3D) movement;
an integration module to initiate a device action with
respect to the front facing display based on the point of
interest and the hand action, wherein the device action is
to emulate a multi-modal touchscreen function with
respect to the front facing display based on the first
image and the second image, and wherein the multi-
modal touchscreen function is to concurrently track and
synchronize the gaze information and the gesture infor-
mation;
acamera interface to receive image data from a front facing
camera configuration of the device, wherein the gaze
module is to identify the gaze information based on the
image data and the gesture module is to identify the
gesture information based on the image data,
wherein the camera interface is to:
receive a first image from a first camera of the camera
configuration, and

receive a second image from a second camera of the
camera configuration, wherein the image data is to
include the first image and the second image, the gaze
module is to determine the gaze information based on
the first image, and the gesture module is to determine
the gesture information based on the second image.

11. The apparatus of claim 10, wherein the integration
module is to classify the movement as the device action,
wherein the device action is to include one or more of a single
click operation, a double click operation, a pinch operation
and a cursor movement operation.
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12. The apparatus of claim 10, wherein the integration
module is to send a request to a device driver to initiate the
device action, wherein the device driver is to include one or
more of a mouse driver, a touchpad driver and a trackball
driver.

13. The apparatus of claim 10, wherein the integration
module is to:

synchronize the gaze information with the gesture infor-

mation, and

log one or more of the gaze information and the gesture

information.
14. A device comprising:
a front facing display; and
a multi-modal touch screen emulator including:
a gaze module to identify a point of interest on the front
facing display based on gaze information associated
with a user of the device, including:
identifying one or more eyes of the user,
determining a gaze location of the one or more eyes on
the front facing display, and

determining a change in the gaze location, wherein
the gaze information is to include the gaze location
and the change in the gaze location,

a gesture module to identify a hand action based on
gesture information associated with a user of the
device, and

an integration module to initiate a device action with
respect to the front facing display based on the point
of interest and the hand action, wherein the device
action is to emulate a multi-modal touchscreen func-
tion with respect to the front facing display based on
the first image and the second image, and wherein the
multi-modal touchscreen function is to concurrently
track and synchronize the gaze information and the
gesture information; and

a front facing camera configuration,

wherein the multi-modal touch screen emulator further

includes a camera interface to receive image data from
the front facing camera configuration, the gaze module
is to identify the gaze information based on the image
data, and the gesture module is to identify the gesture
information based on the image data, and

wherein the camera configuration includes a first camera

and a second camera, and wherein the camera interface

is to,

receive a first image from the first camera of the camera
configuration, and

receive a second image from the second camera of the
camera configuration, wherein the image data is to
include the first image and the second image, the gaze
module is to determine the gaze information based on
the first image, and the gesture module is to determine
the gesture information based on the second image.

15. The device of claim 14, wherein the gesture module is
to,

identify a hand of the user,

identify one or more fingertips associated with the hand of

the user, and

determine a movement of one or more of the hand and the

one or more fingertips, wherein the gesture information

is to include the movement and the movement is to be

one or more of a one-dimensional (1D) movement, a

two-dimensional (2D) movement and a three-dimen-

sional (3D) movement.

16. The device of claim 15, wherein the integration module
is to classify the movement as the device action, wherein the
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device action is to include one or more of a single click
operation, a double click operation, a pinch operation and a
cursor movement operation.

17. The device of claim 14, wherein the integration module
is to send a request to a device driver to initiate the device
action, wherein the device driver is to include one or more of
a mouse driver, a touchpad driver and a trackball driver.

18. The device of claim 14, wherein the integration module
is to:

synchronize the gaze information with the gesture infor-

mation, and

log one or more of the gaze information and the gesture

information.

19. A method comprising:

identifying one or more eyes of a user of a device having a

front facing display;

determining a gaze location of the one or more eyes on the

front facing display;

identifying a point of interest on the front facing display

based on gaze information associated with the user of
the device;

determining a change in the gaze location, wherein the

gaze information is to include the gaze location and the
change in the gaze location;

identifying a hand action based on gesture information

associated with the user of the device;

initiating a device action with respect to the front facing

display based on the point of interest and the hand
action, wherein the device action is to emulate a multi-
modal touchscreen function with respect to the front
facing display based on the first image and the second
image, and wherein the multi-modal touchscreen func-
tion is to concurrently track and synchronize the gaze
information and the gesture information;

receiving image data from a front facing camera configu-

ration of the device;
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identifying the gaze information and the gesture information
based on the image data;

receiving a first image from a first camera of the camera

configuration; and

receiving a second image from a second camera of the

camera configuration, wherein the image data is to
include the first image and the second image, the gaze
information is to be determined based on the first image,
and the gesture information is to be determined based on
the second image.

20. The method of claim 19, further including:

identifying a hand of the user;

identifying one or more fingertips associated with the hand

of the user; and

determining a movement of one or more of the hand and the

one or more fingertips, wherein the gesture information
is to include the movement and the movement is to be
one or more of a one-dimensional (1D) movement, a
two-dimensional (2D) movement and a three-dimen-
sional (3D) movement.

21. The method of claim 20, further including classifying
the movement as the device action, wherein the device action
is to include one or more of a single click operation, a double
click operation, a pinch operation and a cursor movement
operation.

22. The method of claim 19, further including sending a
request to a device driver to initiate the device action, wherein
the device driver is to include one or more of a mouse driver,
a touchpad driver and a trackball driver.

23. The method of claim 19, further including:

synchronizing the gaze information with the gesture infor-

mation; and

logging one or more of the gaze information and the ges-

ture information.

#* #* #* #* #*



